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People often choose between sticking with an available 
good option (exploitation) and trying out a new option that 
is uncertain but potentially more rewarding (exploration)1,2. 
Laboratory studies on explore–exploit decisions often con-
tain real-world complexities such as non-stationary envi-
ronments, stochasticity under exploitation and unknown 
reward distributions3–7. However, such factors might limit the 
researcher’s ability to understand the essence of people’s 
explore–exploit decisions. For this reason, we introduce a 
minimalistic task in which the optimal policy is to start off 
exploring and to switch to exploitation at most once in each 
sequence of decisions. The behaviour of 49 laboratory and 
143 online participants deviated both qualitatively and quan-
titatively from the optimal policy, even when allowing for bias 
and decision noise. Instead, people seem to follow a subopti-
mal rule in which they switch from exploration to exploitation 
when the highest reward so far exceeds a certain threshold. 
Moreover, we show that this threshold decreases approxi-
mately linearly with the proportion of the sequence that 
remains, suggesting a temporal ratio law. Finally, we find evi-
dence for ‘sequence-level’ variability that is shared across all 
decisions in the same sequence. Our results emphasize the 
importance of examining sequence-level strategies and their 
variability when studying sequential decision-making.

Many daily-life decisions involve a tradeoff between exploration 
and exploitation1,2. Should you stick with the same brand of break-
fast cereal or try a new one? Should you stay in your current job or 
explore new opportunities? Exploitation generally means choosing 
the action believed to have the maximum expected reward, while 
exploration is choosing any other action, which may be beneficial in 
the long run8. It is not well understood how, and by how much, peo-
ple deviate from optimality in explore–exploit decisions. Studying 
such optimality is difficult because the pure explore–exploit prob-
lem is often intertwined with multiple cognitive processes: the 
reward distributions may be unknown to participants and require 
learning3,4; to evaluate options, participants need to remember and 
aggregate a series of past actions and rewards5; sometimes, the out-
come of an exploitation action is also uncertain3,5,7; the environment 
might be non-stationary, either because it changes over time5,6 or 
because the agent’s decisions affect the environment4; and the num-
ber of consecutive decisions might be stochastic (indefinite decision 
horizon), which requires the estimation of remaining opportunities 
to exploit any new information3,9.

To investigate optimality in the absence of these complexities, 
we introduce a paradigm in which the participant has full informa-
tion about the task structure and the only form of stochasticity is 
the one intrinsically associated with the outcome of an explorative 

action. The participant was told that they were a tourist in a foreign 
city. Restaurant ratings in this city ranged from 1.0 to 5.0 and fol-
lowed a truncated Gaussian distribution, which was visualized on 
the screen throughout the experiment (Fig. 1a). Each trial consisted 
of 5 to 10 virtual ‘days’. On each of the ‘days’, the participant decided 
to go either to a random new restaurant (exploration) or to the best 
restaurant so far (exploitation), and received a reward equal to the 
rating of the restaurant. Their goal was to maximize the total reward 
of the entire trial.

We denote the trial length by T, the reward by r, the action by 
a (0 for exploitation and 1 for exploration), the highest reward 
received so far in a trial by r*, and the number of days left by tleft. 
The optimal policy in this task depends only on r* and tleft. For 
a given state (r*, tleft), the optimal agent compares the expected 
future reward Q(r*, tleft; a) between a = 0 and a = 1. This Q func-
tion is specified by the Bellman equation, which we calculate using 
the value iteration algorithm10 (see Supplementary Methods 1  
for the derivation of the optimal policy). The optimal agent 
explores more when r* is lower and when there are more days left  
(Fig. 1b). Since, over the course of a trial, r* increases and tleft 
decreases, the optimal policy switches from exploration to exploi-
tation at most once in a trial (see Supplementary Methods 2 for 
formal proof of this property for any deterministic reward distri-
bution, and Supplementary Methods 3 for the calculation of the 
expected number of switches under the current reward distribu-
tion). A similar single-switch policy is optimal in a multi-armed 
bandit task11 where each decision is inferred to be under latent 
‘exploration’ or ‘exploitation’ state.

We tested 49 laboratory participants and 143 online partici-
pants using Amazon Mechanical Turk (see Methods for details). 
All participants passed a task comprehension test. Each laboratory 
participant completed 180 trials (1,170 choices), and each online 
participant completed 60 trials (390 choices). At the end, labora-
tory participants were asked to write about their strategy. In the 
main text, we report the results from laboratory participants; the 
results and conclusions are consistent for online participants (see 
Supplementary Figs. 10 and 11). We characterize the choice data 
using a set of summary statistics (Fig. 1c–g). Participants’ choices 
(Fig. 1c) resembled a stochastic version of the optimal policy  
(Fig. 1b). Participants explored more in the beginning of a trial than 
towards the end, and when the highest reward received so far was 
lower (Fig. 1c,d and Supplementary Fig. 1a). Logistic regression on 
the choice against r* and tleft returned coefficients of −5.64 ± 0.61 
(mean ± s.e.m.) for r* (two-sided t-test with zero: t48 = −9.20; 
P < 0.001; effect size d = −1.31; 95% CI on d: −1.69 to −0.93; here 
and elsewhere, t-tests are all two-tailed) and 0.545 ± 0.038 for tleft 
(t48 = 14.4; P < 0.001; d = 2.06; 95% CI: 1.56 to 2.56).
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Participants’ behaviour, however, also showed clear devia-
tions from the optimal policy. Their choices were influenced not 
only by r* and tleft, but also by the trial length T. For a given tleft, 
participants explored more in shorter than in longer trials (Fig. 
1e and Supplementary Figs. 1b and 2). Adding T as a regressor in 
the logistic regression returned a coefficient of −0.276 ± 0.036 for 
T (t48 = −7.73; P < 0.001; d = −1.10; 95% CI: −1.46 to −0.74); the 
coefficients for r* and tleft remained significantly different from 
zero (both P < 0.001). Furthermore, we noted before that the opti-
mal agent switches at most once per trial. Participants switched 
more frequently than was optimal for any given trial length (Fig. 
1f; P = 0.0058 for T = 5; P < 0.001 for T = 6–10; all after Bonferroni–
Holm correction). The number of switches also increased with trial 
length (linear regression slope: 0.180 ± 0.024; t48 = 7.44; P < 0.001; 
d = 1.06; 95% CI: 0.71 to 1.41). Participants’ average reward per ‘day’ 
was significantly higher than the average reward of an agent who 
randomly explores or exploits, but also significantly lower than an 
optimal agent (Fig. 1g; in both comparisons, P < 0.001 for every trial 
length, after Bonferroni–Holm correction). Participants earned a 
higher average reward per day on longer trials (linear regression 
slope: 0.0242 ± 0.0029; t48 = 8.36; P < 0.001; d = 1.19; 95% CI: 0.82 to 

1.56; Fig. 1g). Taken together, these results show that participants 
adopted a reasonable but suboptimal strategy. Similar to the optimal 
agent, participants tended to switch to exploitation towards the end 
of a trial, and when the highest reward received so far was high. 
However, their choices were more stochastic and were influenced by 
trial length; on average, they switched more often between explora-
tion and exploitation and earned less reward than the optimal agent.

Some of the observed deviations from optimality could simply 
be due to decision noise. Therefore, we first considered a model 
obtained by adding softmax decision noise12 to the optimal policy. 
The probability of exploring is then:

β β= = + ΔP a f Q r t( 1) ( ( , )) (1)*
0 left

where ΔQ(r*, tleft) ≡ Q(r*, tleft; 1) − Q(r*, tleft; 0) and =
+ −f x( )

e
1

1 x  is 
the logistic function. When the inverse temperature β is higher, 
behaviour is closer to deterministic. The parameter β0 captures a 
bias towards exploration or exploitation. We call this model the 
Opt model. We fitted the Opt model to individual choices for each 
individual participant using maximum-likelihood estimation. The 
fits to the summary statistics are qualitatively similar to the data  
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Fig. 1 | experimental design, optimal policy and summary statistics. a, Example of a response screen (on day 4 of a 9-day trial). The histogram shows the 
distribution of restaurant ratings. The dark blue bar shows the most recent reward (2.7). The red text indicates the highest reward so far (3.4). The history 
of rewards and ‘score so far’ (that is, the accumulated reward: 9.4) are shown below the histogram. b, Under the optimal policy, the decision on whether 
to explore only depends on the highest reward so far (r*) and the number of days left (tleft). The optimal agent explores when r* is low and tleft is high. c–g, 
Summary statistics of data from laboratory participants. Error bars indicate ±1 s.e.m. across participants. (c) Proportion of decisions for which participants 
explored, as a function of the highest reward so far and the number of days left, averaged across participants. The colour code is two-dimensional: the hue 
represents the proportion of exploration (pE) and saturation = log(1 + proportion of trials)/log(2). (d) Slices from the plot in c. For each participant and each 
tleft, we divided the r* values from all decisions into ten quantiles; within each quantile, we calculated the proportion of decisions for which the participant 
explored. We plotted the mean and s.e.m. of that proportion against the mean across participants of the median r* in that quantile. (e) Proportion of 
exploration as a function of the highest reward so far for tleft = 4, broken down by trial length (that is, the total number of days (T)). In the optimal policy, 
T would be irrelevant. Similar effects for other tleft values (Supplementary Fig. 2). (f) Number of switches between exploration and exploitation, averaged 
across trials, as a function of the trial length, for participants (black) and the optimal policy (orange) (see Supplementary Method 3). (g) Average reward 
as a function of trial length for participants (black), the optimal policy (orange) and the random agent (purple). In d and e, we only show part of the data 
(see Supplementary Figs. 1 and 2 for the full data). Panels c–g show qualitative and quantitative deviations of human behaviour from the optimal policy.
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(the three most diagnostic summary statistics are shown in Fig. 2; 
see Supplementary Fig. 3 for model fits to the other summary sta-
tistics), but quantitatively, the Opt model does not fully capture the 
influence of the number of days left on the proportion of explora-
tion (Fig. 2a), nor could it predict the effect of trial length on choices 
(Fig. 2b). The Opt model also overestimates the number of switches 
(Fig. 2c). These results indicate that the Opt model is not a good 
description of participants’ choices, and that the deviation of human 
behaviour from the optimal policy is not merely due to bias and 
softmax decision noise.

Next, we considered the possibility that deviations from optimal-
ity are not only due to bias and noise, but also due to systematic 
suboptimalities in the policy. Since calculating optimal future val-
ues could be computationally demanding, people might instead use 
simple heuristics13,14. Indeed, participants reported using heuristic 
strategies (see Supplementary Results 1): most participants (30 out 
of 43 valid responses) reported to have explored in the beginning of 
a trial and switched to exploitation when the best restaurant rating 
reached a threshold. Some reported that the threshold was related to 
trial length and where they were in a trial. Therefore, we considered 
threshold rules, in which the agent starts out exploring and once r* 
exceeds a time-dependent threshold, switches to exploitation and 
keeps exploiting until the end of the trial. We still allow for bias 
(inherent in the threshold function) and softmax decision noise. 
Denoting the threshold by θ, the probability of exploring is then:

β θ= = −P a f r( 1) ( ( )) (2)*

Inspired by the optimal policy, we first considered a model whose 
threshold function also depends on the number of days left (tleft), 
but in a linear way: θ = ktleft + b (k and b are model parameters). We 
call this the Num model.

We compared model fits using the Akaike information crite-
rion15 corrected for small sample sizes (AICc)16, where a lower AICc 
value means a better fit. AICc is lower for the Num model by 70 
(95% bootstrapped confidence interval (BCI): 50 to 95) compared 
with the Opt model. For all model comparisons reported in this 
paper, using the Bayesian information criterion17 gives consistent 
results (see Supplementary Table 1 and Supplementary Figs. 7b, 9d, 
12d, 14d and 16d).

The Num model fits better to the proportion of exploration as a 
function of tleft (Fig. 3a). However, the dependence of participants’ 
choice on trial length (T) is not well accounted for (Fig. 3b); this is 
expected because the Num agent does not use information about T.

To explore the specific threshold strategy people used, we fitted 
a flexible-threshold model where θ(tleft, T) is a discrete function of 
tleft and T (Fig. 3g; 40 free parameters, including 39 thresholds and 
a softmax noise). The fitted threshold depends both on tleft and T: 

it decreases over the course of a trial, and is lower on longer tri-
als. When we change the independent variable from the number of 
days left (tleft) to the proportion of days left (tleft/T), the thresholds 
at different trial lengths collapse onto each other, suggesting that 
participants used a threshold rule that almost linearly depended 
on the proportion of days left (Fig. 3h). Thus, we consider a model 
where θ = ktleft/T + b, which we will call the Prop model. The Prop 
model provides a better fit to the data than the Num model (AICc 
difference: 19.7; 95% BCI: 7.2 to 32.2) and than the Opt model 
(AICc difference: 90; 95% BCI: 67 to 120). Specifically, it fits well 
to the effect of T on the proportion of exploration (Fig. 3e). It also 
preserves the good fit on the influence of the number of days left  
(Fig. 3d). These findings suggest that the relevant quantity in decid-
ing when to switch to exploitation is the relative rather than absolute 
time in the trial. This perhaps reflects an organism’s need to plan 
across multiple different time scales18.

All models that we have considered so far systematically overes-
timate the number of switches (Figs. 2c and 3c,f), which could result 
from the overestimation of softmax decision noise. This motivates 
us to consider another type of variability: a common random shift 
of the thresholds across an entire trial (a sequence of 5 to 10 choices) 
(Fig. 4a). Sequence-level variability could be interpreted as a form 
of planning: before any choices are made in a trial, the agent might 
set the decision threshold for all choices within that trial based on 
the trial length, but with a random shift. Different from choice-level 
softmax noise, which changes the slope of the psychometric curve, 
sequence-level variability randomly shifts the psychometric curve 
horizontally on each trial (Fig. 4b). If an agent’s thresholds are vari-
able at the sequence level, but we fit a fixed-threshold model (such 
as Num or Prop) to their data, the choice-level softmax noise would 
be overestimated to account for the sequence-level variability, and 
as a result the number of switches would be overestimated.

We implemented sequence-level variability as a Gaussian ran-
dom variable η with a mean of 0 and a variance of σ2. Thus, the 
probability of exploration for the variable-threshold models is:

β θ η= = + −P a f r( 1) ( ( *)) (3)

where Nη σ~ (0, )2 . We added this sequence-level variability to the 
Prop and Num models to obtain the Prop-V and Num-V models, 
respectively. When fitting these models, we had to take into account 
that sequence-level variability introduces dependencies between 
choices within a trial (see Methods). Adding sequence-level variability 
greatly improved the fits of both the Prop and Num models (Fig. 4c):  
AICc decreased by 61 (95% BCI: 43 to 86) from Prop to Prop-V, and 
by 67 (95% BCI: 48 to 93) from Num to Num-V, and both mod-
els fitted well to the number of switches (Fig. 4f and Supplementary 
Fig. 4c). The good fits to other summary statistics were preserved 
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for the Prop-V model (Fig. 4d,e). The Num-V model still could 
not fit to the effect of trial length on the proportion of exploration 
(Supplementary Fig. 4b). Thus, the Prop-V model fitted best to 
data among all the models we tested: the AICc difference between 
Prop-V and the second-best model Num-V is 13.8 (95% BCI: 2.5 to 
23.0). Bayesian model selection for group studies19,20 shows there is 
some evidence for heterogeneity between participants: the estimated 
model frequency is 0.716 for the Prop-V model and 0.255 for the 
Num-V model; the protected exceedance probability (the probabil-
ity of one model being more frequent in the group of participants 
than the other models) is 0.9996 for the Prop-V model. Adding a 
risk attitude parameter to the Prop-V model (see Methods) does not 
improve the fit much: the value of AICc decreases by 4.1; 95% BCI: 
−8.6 to −1.9 (Supplementary Fig. 7).

Next, we examined the possibility that the Prop-V model fitted 
better than the Prop model, not because of sequence-level variabil-
ity but because the model tries to compensate for an incorrect lin-
ear assumption for the threshold. We compared the Prop-V model 
with the flexible-threshold model without sequence-level variability  
(Fig. 3g), which can account for threshold functions of arbitrary 
shapes. The Prop-V model fitted much better (AICc difference: 155; 
95% BCI: 103 to 246), indicating that the good fit of the Prop-V 
model cannot be attributed solely to threshold mismatch.

Given the evidence for sequence-level threshold variability, what 
is the origin of this variability? One possibility is that the thresh-
old changes systematically over the course of the experiment due 
to learning. To examine this, we compared the first and second 
halves of the task. The only difference we found was fewer switches 
between exploration and exploitation in the second half of the task 
than in the first half (t48 = 2.61; P = 0.012). However, this effect was 
weak (effect size d = 0.17; 95% CI: 0.038 to 0.31). We did not find 
evidence for a change in the average reward per trial (t48 = −0.31; 
P = 0.76; d = −0.025; 95% CI: −0.19 to 0.14). We also fitted the 
Prop-V model to the first and second halves of the task separately 
and found no difference in the parameter estimates (paired t-test: 

P > 0.27 for each of the four parameters). None of these results 
changed qualitatively when we split the data into thirds and per-
formed analyses of variance (Supplementary Tables 2 and 3). Other 
possibilities are that sequence-level variability is due to inter-trial 
dependencies or a wrong belief that the reward distribution changes 
over trials. Thoroughly testing for any of these possibilities would 
require targeted follow-up experiments.

Now, we consider a more remote alternative class of models. As 
we saw, the optimal policy only depends on r* and tleft. However, 
people might consider information that is irrelevant for maximizing 
future reward. Specifically, they might use the history of choices and 
rewards within the same trial in their current choice21. Therefore, an 
alternative approach to characterizing deviations from optimality 
would be to look for dependencies of choices on intra-trial history-
dependent factors. We tested for eight history-dependent factors: 
preceding action, number of days past, proportion of days past, trial 
length, preceding reward, average reward, minimum reward, and 
regret (the difference between the preceding reward and the guaran-
teed reward of exploitation). We split the data based on each of these 
factors separately, and tested whether the proportion of exploration 
choice differed between the splits (Supplementary Fig. 5a,b); we 
controlled for the values of r* and tleft. We found significant effects 
of the preceding action, number of days past, proportion of days 
past, and trial length (P < 0.001 after Bonferroni–Holm correction; 
P > 0.05 for the other four factors). Next, we built a logistic regres-
sion model containing the eight history factors as well as r* and tleft; 
we call this model, which has 11 free parameters, the History model. 
This model fitted well to all summary statistics in Fig. 1 and to the 
history effects in Supplementary Fig. 5b. To examine the importance 
of the individual history factors, we compared model fits by adding 
one factor at a time to the null model (with only r* and tleft as regres-
sors; Supplementary Fig. 5c), and by leaving one factor out at a time 
from the History model (Supplementary Fig. 5d), as well as comput-
ing the posterior for each factor using Bayesian model selection19,20 
(Supplementary Fig. 5e). According to all three metrics, there was 
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the strongest evidence for ‘preceding action’ (AICc decreases by 82 
(95% BCI: 75 to 92) if adding ‘preceding action’ into the null model 
and increases by 33 (95% BCI: 30 to 37) if dropping it out of the his-
tory model; factor posterior: 0.947 ± 0.019), suggesting a tendency 
to repeat the preceding action—a phenomenon commonly found in 
valued-based decision-making tasks21,22.

However, the History model has the following problems: (1) 
there are no fewer than ten regressors in total, each with a corre-
sponding free parameter; and (2) the choice of these history factors 
and how they appeared in the model is ad hoc. Perhaps surprisingly, 
the parsimonious Prop-V model, with only one explicit history-
dependent factor (the proportion of days left) and many fewer free 
parameters (four in total), also accounts for all eight intra-trial his-
tory-dependent effects (Supplementary Fig. 6). This suggests that 
the evidence for many of the history factors was due to them being 
correlated with ‘the proportion of days left’. Specifically, the Prop-V 
model can account for the apparent effect of preceding action. This 
is because the sequence-level variability causes choices within a trial 
to be correlated, which the History model fits as the agent’s ten-
dency to repeat the preceding action. This result might provide a 
different perspective on the commonly found choice inertia effects 
in value-based decision-making: they might be due to sequence-
level mechanisms. Altogether, these results illustrate the value of 
looking for principled and parsimonious models23,24.

We designed a simplified explore–exploit task that allowed us to 
quantitatively characterize the deviations of human behaviour from 
optimality. We found that human participants behaved qualitatively 

similarly to the optimal policy, but that they adopted a heuristic 
decision rule instead of calculating optimal values. In particular, 
they scaled their decision threshold to the trial length. This suggests 
a temporal ratio law for planning that might be easier and more 
intuitive to implement than a rule that uses the absolute amount 
of time left. It is broadly consistent with the notion that ratios of 
temporal durations, not absolute values, are relevant in interval  
timing25,26 and long-term memory27; however, it is not clear whether 
the similarity is more than superficial.

In addition to choice-level softmax noise, which is commonly 
used to model value-based decisions, participants also seemed to 
exhibit sequence-level variability. Even though we only considered a 
very simple form of such variability, the finding suggests that when 
studying other sequential decisions (such as multi-armed bandit 
problems28, foraging tasks29, the secretary problem30, the four-in-
a-row game31, and the travelling salesman problem32), one has to 
take into account variability at the level of the entire sequence rather 
than only at the level of individual decisions.

A similar simplified task was used by Sang and colleagues33–35. 
Participants were asked to maximize the total score across a sequence 
of 20 decisions, each of which consisted of either flipping a card 
from a deck of 100 cards numbered from 1 to 100, or picking one of 
the cards they had already flipped. Like in the present study, partici-
pants explored more when the highest number so far was lower and 
when more decisions were left in the trial. Participants also switched 
more between exploration and exploitation than the optimal policy. 
One of these studies33 also manipulated the trial length (uniformly 
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from 5 to 35 decisions), but this did not affect performance. This 
was potentially because the participant did not know the trial length 
ahead of time, so they would not be able to plan accordingly. The 
authors tested several heuristic models, including a random-policy 
model, an ε-greedy model, threshold models and sampling mod-
els inspired by the secretary problem literature that switch from 
exploration to exploitation based on an initial sample of options. 
Consistent with our study, they found evidence for threshold mod-
els; specifically, a model with a linearly decreasing threshold (simi-
lar to our Num model) fitted best. However, because the participant 
did not know the trial length ahead of time (in the study in which 
trial length varied33), it was not possible to investigate whether the 
threshold depended on the number or proportion of decisions left. 
Additionally, it would be interesting to see whether, in their data, the 
threshold exhibits variability at the sequence level. Compared with 
the modest learning effect on the number of switches in the cur-
rent study, Sang and colleagues found strong learning effects both 
on performance (for example, the average reward and the number 
of switches) and on the estimated decision thresholds and decision 
noise. This was potentially because Sang et al. informed the partici-
pant at the end of each trial of the points that the optimal strategy 
would have earned; this could have served as an explicit error sig-
nal. Trials were also longer in Sang’s task, so if participants tried out 
different strategies, they could see a greater change in performance 
compared with our task, where trials were shorter. Both factors 
could have motivated the participants to improve their strategies.

In this paper, we have adopted the definitions of ‘exploitation’ 
(choosing the option with the maximum expected outcome) and 
‘exploration’ (choosing any other option at random) that are com-
mon in the reinforcement learning literature8. However, other defini-
tions have also been widely used2, which are based on (1) behavioural 
patterns36 (exploration is alternating between options while exploi-
tation is focusing on one option); (2) uncertainty of the options11 
(exploration is choosing an option with higher uncertainty); and  
(3) outcomes obtained from a choice1,37 (exploration is obtaining 
information while exploitation is obtaining reward). These defini-
tions are not mutually exclusive; in our task, definitions (1) and (2) 
also apply, but not definition (3), as we provided participants with 
full information and do not consider ‘information’ as an outcome.

Methodologically, the sources of suboptimality that we found 
would have been difficult to identify with a more traditional design, 
as they might have been confounded with failures of learning or 
memorization. The minimalistic features of our task—in particu-
lar the ability to perform an exploitation action without much sto-
chasticity, and a fixed, known horizon—not only are a modelling 
convenience, but potentially also approximate some real-world 
decisions: the problem was originally motivated by author W.J.M. 
having to decide whether to go to the same breakfast place in 
Beijing during his few days of visit there. Nevertheless, many real-
life scenarios involve factors that we did not consider here, such as 
unknown reward distributions38, non-stationary environments39, 
or a fixed goal for cumulative reward40. These complexities could 
affect behaviour. For example, a non-stationary environment could 
provoke information seeking41; a changing discrepancy between the 
accumulated reward and the fixed goal could drive risk-taking or 
risk-averse behaviour that may appear as exploration or exploita-
tion, respectively. Future studies could incorporate these factors 
into the current task; the current approach might still be useful as 
a starting point for process models that explicitly dissociate various 
sources of suboptimality.

Our work might help to guide the search for the neural basis of 
explore–exploit behaviour. Previous work has found involvement 
of the rostrolateral prefrontal cortex in exploration actions5,42,43. 
Our paradigm might be useful to break down this activation into 
‘pure’ exploration (as studied here) and learning about the reward 
distributions. Moreover, the dorsolateral prefrontal cortex has been 

found to encode task variables in value-based decision-making44–47. 
Thus, we would expect that this area contains signals correlated 
with the trial-to-trial decision threshold, as well as with the deci-
sion variable (the difference between the threshold and the highest 
reward so far).

Methods
Experiment 1. Task. Participants were placed in a computerized task environment 
with a backstory in which they were a tourist in a foreign city. A trial consisted 
of T ‘days’ (T varied pseudo-randomly between 5 and 10, with an equal number 
of each). On each of the T days, they had to decide where to go for dinner. The 
rating of the restaurants in the city varied between 1.0 (worst) to 5.0 (best); the 
distribution was a renormalized truncated Gaussian with a mean of 3.0 and 
standard deviation of 0.6. The number of restaurants was assumed to be much 
greater than ten. The histogram of restaurant’s rating was shown on the screen. 
On each ‘day’ except for the first one, the participant would choose to click one of 
two buttons: ‘Go to a random new restaurant’ or ‘Go to the best restaurant so far’. 
On the first ‘day’, only the first button could be clicked. After clicking on either 
button, a check mark button would appear in the bottom centre of the screen, 
and the button that did not get chosen would be disabled (not shown in Fig. 1a). 
Participants needed to click on the check mark button to confirm their choice. 
After a choice was confirmed, the resulting rating would be shown (for example, 
‘2.7’) and the corresponding bar would be highlighted in the distribution. If the 
exploration button was clicked, the rating would be drawn randomly from the 
Gaussian distribution. If the exploitation button was clicked, the rating would be 
the highest rating obtained so far in the trial. The screen showed the number of 
‘days’ left, highest rating so far (marked in red), numerical history of rewards (with 
the highest in the series highlighted) and score (sum of ratings) so far in the trial. 
At the end of the trial, the participant was told their trial score and the next trial 
commenced. The task was self-paced with no time limit.

Procedure. Participants were explained the task and the distribution of possible 
rewards using a series of self-paced instruction screens. To test their understanding 
of the distribution, they were shown the histogram with a simple two-alternative 
question of the type ‘If you randomly go to a restaurant in this city, which rating is 
more probable? A. 2.5 B. 4.5’ (the correct answer would be A). Participants had to 
correctly answer at least two out of three such questions to be allowed to continue; 
participants who did not meet this criterion would be sent home. The remaining 
participants were shown the example screen in Fig. 1a with the different elements 
annotated to familiarize them with it. After the instruction phase, participants 
completed 180 trials in a single session, each consisting of 5 to 10 decisions. After 
completing all 180 trials, we asked participants, ‘what kind of strategy did you use 
in the task?’, to which they typed an answer (no length limits). See Supplementary 
Results 1 for full answers to the question. At the end of the session, we randomly 
chose one trial and determined a bonus payout based on the score. Participants 
were told this procedure, and we emphasized to them that each trial was equally 
important in determining their payout.

Participants. In total, 49 participants (10 male, 24 female and 15 unknown; aged 
18–57 years) participated in the experiment. All of them passed the qualifying test 
as described in the section ‘Procedure’. Participants received US$10 for completing 
the experiment (about 45 min), plus a performance bonus up to US$5. The 
experiments were approved by the University Committee on Activities Involving 
Human Participants of New York University. Each participant gave informed 
consent before the experiment. No statistical methods were used to predetermine 
sample sizes, but our sample sizes are similar to or larger than those reported in 
previous publications with laboratory participants4,11,38 and online participants48. 
The trial sequence was randomized for each participant.

Experiment 2: online experiment. Experiment 2 was conducted on Amazon 
Mechanical Turk, programmed using the psiTurk interface49. We obtained 
separate Institutional Review Board approval for this project from the University 
Committee on Activities Involving Human Participants of New York University. 
Each participant gave informed consent before accepting the task. The procedure 
was the same as in experiment 1, except for the following differences:  
(1) participants completed only 60 trials; (2) participants were paid nothing  
if they did not pass the task-comprehension test, US$1.50 if they passed the  
test and completed the experiment, and a performance bonus of up to US$5;  
(3) participants were recruited through the general Amazon Mechanical Turk  
task listing; and (4) due to technical problems, participants’ reported strategies 
were not recorded. A total of 143 participants participated (no demographic 
information provided).

Experiments 3–5. Experiment 3 was the same as experiment 2, except that  
most history information (trial length, previous rewards and the accumulated 
reward so far) was hidden from participants (Supplementary Fig. 10). In total,  
131 Amazon Mechanical Turk participants participated (no demographic 
information provided).
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Experiments 4 and 5 were conducted before the other three experiments. They 
were the same as experiments 1 and 2 except that we did not require participants 
to click on a ‘confirm’ button after each choice. The old design was thought to 
bias participants towards continuing the same choice. However, the results turned 
out to be consistent with or without the confirm button. A total of 16 laboratory 
participants (7 male and 9 female; aged 20–43 years) and 108 Amazon Mechanical 
Turk participants (no demographic information provided) participated in 
experiments 4 and 5, respectively.

The results from experiments 3–5 (Supplementary Figs. 11–16) were  
consistent with the main experiments (1 and 2), so we take them as replicates of  
the main experiments.

Models and model fitting. Likelihood function. The Opt model and fixed-threshold  
models (the Num and Prop models) assume that all choices within a trial are 
independent, so the likelihood function is simply the multiplication of the 
likelihood of individual choices. However, in variable-threshold models  
(the Num-V and Prop-V models), choices within a trial are not independent; 
instead, they are conditionally independent given the random shift of thresholds on 
that particular trial. Denote the total number of trials by N, the action, reward and 
best reward so far of the tth action in the ith trial by ait, rit and r*it, respectively, and 
the random shift of threshold on trial i by ηi. Denote by ai the vector of actions aij, 
where j = 1,...,Ti. Then, the likelihood function of the parameters k, b, σ and β is:
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Constraints on thresholds. In the threshold models (including the Num, Prop, 
Num-V and Prop-V models), we did not constrain the parameters k, b and σ, 
so the threshold θ was unbounded. For the model thresholds to be cognitively 
meaningful, we constrained θ to between 1 and 5 by setting values < 1 to 1 and 
values > 5 to 5; not doing so did not qualitatively change any of our results.

Risk attitude parameter. We added a risk attitude parameter α to the Prop-V  
model to get the Prop-V-risk model. We assume that subjective utility is a  
power-law function of reward r50, denoted by rα, and use this instead of r when 
solving the Bellman equation. A risk-seeking agent will have α > 1, and a  
risk-averse agent will have α < 1.

Algorithms for parameter fitting. To fit the Opt model, we used the mnrfit function 
in MATLAB. To fit the Num, Prop, Num-V and Prop-V models, we used the 
fminunc function in MATLAB, in which we ran each fitting 100 times from 
random starting points to reduce the risk of ending up in a local maximum.

Parameter and model recovery. We conducted parameter recovery and model 
recovery tests on all models, using synthetic data generated from all models.

Fits to the summary statistics. The fits to summary statistics (Fig. 1c–g) were 
obtained by simulating data from the model using the fitted parameters and 
extracting summary statistics in the same way as for the real data.

Reporting Summary. Further information on research design is available in the 
Nature Research Reporting Summary linked to this article.

Code availability
All experimental and analysis codes used in this paper are available at https://
github.com/mingyus/explore-exploit.

Data availability
All data that support the findings of this paper are available at https://github.com/
mingyus/explore-exploit.
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variation (e.g. standard deviation) or associated estimates of uncertainty (e.g. confidence intervals)

For null hypothesis testing, the test statistic (e.g. F, t, r) with confidence intervals, effect sizes, degrees of freedom and P value noted 
Give P values as exact values whenever suitable.

For Bayesian analysis, information on the choice of priors and Markov chain Monte Carlo settings

For hierarchical and complex designs, identification of the appropriate level for tests and full reporting of outcomes

Estimates of effect sizes (e.g. Cohen's d, Pearson's r), indicating how they were calculated

Clearly defined error bars 
State explicitly what error bars represent (e.g. SD, SE, CI)

Our web collection on statistics for biologists may be useful.

Software and code
Policy information about availability of computer code

Data collection PsiTurk, JavaScript

Data analysis MATLAB

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors/reviewers 
upon request. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Research guidelines for submitting code & software for further information.

Data
Policy information about availability of data

All manuscripts must include a data availability statement. This statement should provide the following information, where applicable: 
- Accession codes, unique identifiers, or web links for publicly available datasets 
- A list of figures that have associated raw data 
- A description of any restrictions on data availability

All data in this paper are available at https://github.com/mingyus/explore-exploit (under folder data/).
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Behavioural & social sciences study design
All studies must disclose on these points even when the disclosure is negative.

Study description quantitative experimental

Research sample Experiment 1: 49 laboratory participants (10 male, 24 female and 15 unknown, aged 18-57) 
Experiment 2: 143 Amazon Mechanical Turk participants (no demographic information collected) 
Experiment 3: 131 Amazon Mechanical Turk participants (no demographic information collected) 
Experiment 4: 16 laboratory participants (7 male and 9 female, aged 20-43) 
Experiment 5: 108 Amazon Mechanical Turk participants (no demographic information collected)

Sampling strategy random sampling; no sample-size calculation was performed

Data collection Experiments 1 and 4 were conducted with computers. Participants in experiments 2, 3 and 5 performed the task with their own 
computers via Internet. In all experiments participants went through self-paced instructions screens.

Timing Experiment 1: 12/16/2016 - 1/23/2017 
Experiment 2: 4/19/2017 - 5/1/2017 
Experiment 3: 5/10/2017 - 5/21/2017 
Experiment 4: 8/13/2015 - 9/7/2015 
Experiment 5: 8/31/2015 - 9/16/2015

Data exclusions No data were excluded from analyses.

Non-participation In experiments 1 and 4, no participants dropped the study; In experiments 2, 3 and 5 (Amazon Mechanical Turk experiments), 9, 6 and 6 
participants respectively did not pass the qualifying test (a test on their understanding of the instructions) and thus did not proceed to 
the main task.

Randomization Not applicable.

Reporting for specific materials, systems and methods

Materials & experimental systems
n/a Involved in the study

Unique biological materials

Antibodies

Eukaryotic cell lines

Palaeontology

Animals and other organisms

Human research participants

Methods
n/a Involved in the study

ChIP-seq

Flow cytometry

MRI-based neuroimaging

Human research participants
Policy information about studies involving human research participants

Population characteristics See above.

Recruitment Laboratory participants were recruited from the New York University participant pool. Amazon Mechanical Turk participants 
were recruited through the general Amazon Mechanical Turk task listing. No self-selection bias was aware to the authors.
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